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New digital technologies have had a dramatic effect on all 
arenas of human work, and the work of educational psy­
chologists is no exception . There are many ways in which 
we can think about the role that technologies play in what 
we do as scholars and researchers of educational psychology. 
Technology, for instance, has changed how we think about 
teaching and learning in two key ways . First, it has intlu­
enced the kinds of models and theories we have of the mind 
(from clay tablets to digital computers) . Second, technology 
has changed the ecology or contexts within which learning 
occurs to include several intersecting spaces (temporal, spa­
tial, home, community, online, etc.). 

A close examination of the relationship between tech­
nology and the work of educational psychologists reveals 
changes in nearly every aspect of the work that educational 
psychologists do. Thus, we have organized this chapter 
according to the role that technology has played in the every­
day activities of educational psychologists, grouped into 
eight general categories, briefly described below. 

1. Study phenomena. Educational psychologists study phenomena 
and contexts where teaching and learning occur. New technol­
ogies provide new phenomena and contexts for teaching and 
learning through the advent of social media, games, and virtual 
learning environments. These new learning environments also 
provide new kinds of data and new techniques for data analysis. 

2. Design studies. Technology affords new forms of research 
designs allowing, for example, researchers to track individ­
~al behavior through online environments, provide tailor-made 
mputs to individual students (or groups of students), and develop 
new models of simulation and modeling of virtual learners. 

3. COllect data. New technologies have afforded new types of data 
~ researchers (including data from educational neuroscience, 
~~Ulated ?ata, eye-tracking data, video. data, and social network 

ta), leadmg to changes in data collectIOn. 
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4. Assess learning. Digital technologies offer new possibilities and 
opportunities for assessment of learning through the design of 
new assessment tasks and the power of large-scale assessment 
through automated scoring, immediate reporting, and improved 
feedback. 

5. Analyze data. New technologies lead to new forms of data anal­
ysis- offering too ls that provide greater power and efficiency in 
how quantitative and qualitative analyses are conducted. 

6. Develop theories. The development of sound. predictable, data­
driven theorics is paramount to the conduct of research in educa­
tional psychology. Some of the consequences of the inclusion of 
digital technologies are design-based research, testing boundary 
conditions for the application of theories, and questioning the 
value of theory itself. 

7. Read, write, publish, and disseminate ideas. Today's educational 
psychologists must consider how new technologies have contrib­
utcd to changes in publishing, accessibility, and scholarship. 

S. Confront ethical issues. As in all research, new technologies 
have brought about a new range of ethical issues that educational 
psychologists have to contend with (such as those related to data 
security and new regulations concerning institutional review). 

We explore the changes occurring at the intersection 
of educational psychology and technology in the sections 
below, which correspond with the eight general categories of 
activity of educational psychologists . Some of these catego­
ries are more specific to the work of educational psychology 
scholars than others. For instance, under "Study phenom­
ena," we explore phenomena now available for investigation 
by educational psychologists due to technological change, 
but, under "Read, write, publish, and disseminate ideas," 
the changes we discuss apply more generally to scholars in 
many, ifnot all, disciplines. That said, we focus attention on 
issues specifically impacting the work of educational psy­
chology researchers, paying less attention to issues that have 
broader implications across all fields of study. We limit our 
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discussion of the collaborative work educational ps~cholO­
gists do facilitated by technological tools, and refram from 
discussing new technology-based sources of data ,such as 
electroencephalograms (EEGs), functional magnetic resO­
nance imaging (tMRI), and positron emission to~ographY 
(PET) scans in the burgeoning subfield of educatl,onal neu­
roscience, Although these are valuable for educatIOnal psy-

, the 
chology research, we have not addressed these issues m t 
present chapter for reasons of space as well as the fact tha 
these topics are addressed in other chapters in this handbook 
(see Chapters 5, 25, and 26 in this volume), 

Study Phenomena 

New technologies have significantly impacted the phenom­
ena we study as researchers in two primary ways, First, tech­
nology has introduced a host of new phenomena worthy ,of 
research through the advent of social media, games, a~~ vlr­
tualleaming environments, Second, it has shifted traditIOnal 
dichotomies such as informal versus formal, and created 
new ones, s~ch as virtual versus physical and online versus 
offline, By introducing new phenomena, technology has 
often shifted the landscape of these "boundaries," thus com­
plicating what on the surface may appear to be somewhat 
simplistic dichotomies, 

Social Networks 

Technological advancements have contributed increasingly 
to people's adoption of social media, a term often used to 
refer to online technologies and applications which promote 
people, their interconnections, and user-generated content 
(Cormode & Krishnamurthy, 2008), Among the many differ­
ent kinds of social media, of particular interest to educational 
psychologists are social network sites, including Facebook, 
Linkedln, Google Plus, and Twitter, which are dominant in 
the early decades ofthe twenty-first century. Such social net­
work sites typically feature the ability to consume, produce, 
or interact with streams of user-generated content provided 
by one's connections (Ellison & boyd, 2013), 

Social networks offer educational psychologists the 
opportunity to study a wide range of empirical questions 
such as how these networks factor into, shape, and are 
shaped by the learning ecology of their participants (Barron, 
2006): Social networks are increasingly being used in virtu­
ally all areas of pedagogy (Manca & Ranieri, 2013; Ranieri, 
Manca, & Fini, 2012), For instance, scholars have studied 
how online social networking can facilitate new forms of 
collaboration not feasible with traditional communicaf 
tech~ologies (Greenhow & Li, 2013) and the use of so~~a~ 
media for teachers' professional development (R ' , 
M & F' , 2012) Th anlen, 

anca.. I Ill" ,is work suggests possibilities for 
educatIOnal designs powered by social medl'a 'th' , 
t f I ' , WI In a van-

e y 0 earnmg and teachmg contexts as II ' , 
'f ' we as a reVIsit 
mg 0 conventIonal learning theories as the I ' -
such contexts, For instance in stud in ~ p ay out In 

~cholars have found that sO~ial links ~n: SOCIa~ networks, 
Ically generated and dynamicall d Icated In automat_ 

y up ated network graphs 

(e,g" Facebook visualizat~ons) are not valid indicators of real 
user connection as prevIous research using social graphs 
from physical observations of in-person interactions would 
suggest (Wilson, Sala, Puttaswamy, & Zhao, 2012), Other 

holars have examined how aspects of computer-supported 
sc Ilaborative learning theory, generated in other collabora­
c,o ces are contradicted in social network sites (Jude\e, 
tlve spa" ' 
T It ' Puhl & Wemberger, 2014), Such studies suggest sova ZI, , , , , 
how educational psychology research ma~ Shift, requtrlng 

te modeling to evaluate social network phe-more accura , , 
, I' ht of new technologies (see Chapter 25 m this nomena m Ig 

volume), 

Games 

Al h h the educational possibilities of learning from 
t oug d ' d h h h ' 

h b en Con]' ectured and stu Ie t roug out IS-games ave e " 
h d ent of digital games IS a relatively recent phe-tory, tea v , , 

'th tremendous economiC, cultural, and social nomenon WI , ' 
, I' t' s (Squl're 2006) EducatIOnal psychologists have Imp Ica Ion " ' " 
studied the cognitive, SOCial, and e~otlOnal Impa,cts (both 
positive and negative) of game playmg under vanous c?n­
ditions. On the positive side, research has shown playmg 
computer games can enhance ~~gnitive processes such, as 
perception, attention, and cogmtlOn (Anderson & Baveher, 
20 II); reaction time (Karle, Watter, & Shedden, 20 I 0); and 
mental rotation (Sims & Mayer, 2002), Games have also 
been shown to have some success in transferring learners' 
skills to "real-world" situations, including flight training, 
the training of surgeons, the care of diabetes, and the devel­
opment of prosocial behavior (Tobias, Fletcher, & Wind, 
2014), On the other end of the spectrum are concerns that 
game play is often associated with lower school achieve­
ment (Gentile, 2011) and negative behaviors such as aggres­
sion (Tobias et aI., 2014), 

The important issue for educational psychologists is that 
these game interactions can have significant psychological con­
sequences because they occur in environments characterized by 
pretense, virtuality, distance, and mediation, Learning in these 
networked, digital spaces often occurs through active participa­
tion in the game's virtual social structures (Salen & Zimmerman, 
2004) and is evaluated through actual performance-a different 

ma~ner of engaging in learning than in a traditional learning 
environment such as the classroom, 

Virtual Environments 

Virtu~l e~vironments are systems where individuals inter­
act With Simulated objects, people, or environments, Virtual 
worlds represent one type of virtual environment. In virtUal 
worlds user~ are often identified by two- or three_dimensional 
representatIOns II d 'th each 

, ca e avatars and communicate WI , I 
other usmg te t ' d tiOna 

, x, visual gestures and sound, E uca , 
psychologists can explore how' such environments I~te­
grate with int 'fy d t achIng 
in " ensl, or contradict learning an e , jon 
of fdYSI~~1 environments and explore learners' negOtla~ &. 
C I entities Within and between these spaces (Tettega all 

a ongne, 2009), Moreover, virtual environments foflTl 
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integra c . mg contemporary Use of 
online educatIOn. 

Online Education 

Online education is fast becoming an alternative m d f 
d l . doe 0 

teaching an. ea~m~ an a supplement to traditional face-to-
face educ~ttOn (PIcciano & .Seaman, 2009). Online education 
may consIst of wholly onhne courses or hybrid or bl d d 

b
. . en e 

courses that com me onlme components with traditional 
face-to-face components. Most recently, online education h 

. f . U 
seen the rIse 0 massIve open online courses (MOOC) ate 

I
. , rm 

referring to on me courses targeting large-scale interactive 
participation and open access via the internet. Regardless of 
format (wholly online, blended, or MOOC), online courses 
may consist oftra~i~ional course resources such as readings, 
videos, tools to facilItate synchronous and asynchronous par­
ticipation, and course management systems. 

The rise of online education offers new phenomena for 
educational researchers to examine. Researchers have exam­
ined issues such as the effectiveness of online instruction 
compared to face-to-face instruction, practices associated 
with effective online learning, and factors that influence the 
effectiveness of online learning (Means, Toyama, Murphy, 
Bakia, & Jones, 20 I 0). Additionally, approaches in online 
education (particularly MOOCs) have the potential to gen­
erate large datasets-through both the content people upload 
and the behavioral traces (such as log files) they leave 
behind-which can be mined for patterns and used to test 
learning and teaching theories at a scale not previously seen. 

Design Studies 

In many ways, how we design studies is at the heart of what 
research is and of what we do as educational psychologists, 
academics and scholars; this issue therefore drives the cen­
tral issues in each of the eight categories of work that educa­
tional psychologists do . In this section, however, we focus .on 
three new contexts that digital and networking technologies 
have created for designing new studies and two impo~ant 
research design strategies that digital environments provide. 

Studies in Virtual Worlds 

. h I 'es have provided One new context that networkmg tec no ogl 
is the online virtual world-digital environment~ :vhere peo-

. . h t realtstlC manner. pie can work and mteract m a so mew a . 
. . ational multI-user, Research contexts include eXlstmg recre , 

. d c. d ational purposes 
Virtual worlds that have been adopte lor e uc . d 
(e.g., Active Worlds or Second Life) or wor.lds de~lgn~1 s~:­
cifically for educational purposes, such as River Cltyk ( : ' 

~ede, Ketelhut, & Nelson, 2006). Virtual wo~I~: ~:si~~eda~~ 
tlve research environments because they ca . h ld 

. t act with t e wor 
automatically generate data as users 10 er 
( . t k content gener-
e.g., activities most performed, time on as , m 
t d . f ' rtual worlds can exa -

~ e by users). Designed studies 0 VI . other settings 
me h?w well pedagogical approaches used 10 inent learning 
funchon in these worlds. They can also test prom 

theories, such as theories of self-directed learning and motiva­
tion; compare learning and teaching processes and outcomes 
in-world and out; and explore the co-evolution (or contradic­
tion) of learning and design (De Lucia, Francese, Passero, & 
Tortora, 2009). Virtual worlds designed for education can be 
studied in terms of how well they help learners understand 
disciplinary concepts (e.g., scientific reasoning: see Chapter 
24 in this volume), to test theories of how people learn and 
teach (Bransford, Brown, & Cocking, 2000), and to explore 
how learning, pedagogical, and design theories co-evolve and 
shape one another over successive iterations of virtual-world 
participation and design revisions. 

Simulations and Modeling as Experimentation 

A second related context that can provide expanded sites for 
research are simulations and other forms of computer-gen­
erated modeling. Simulations are constructed worlds that 
are a close representation of the physical world governed by 
the same rules. Simulations and simulated labs (e.g., virtual 
frog dissections in science education) may be useful where 
repeated practice is required or where the actual physical 
experiment would be too costly, time consuming, or oth­
erwise impractical to enact in real life. Simulations have 
been used to illustrate key principles in disciplines such as 
biology, chemistry, physics, and earth and space science. 
Studies can be designed to examine whether and how simu­
lations help learners understand disciplinary concepts. For 
example, studies of the simulation environment NetLogo 
have investigated middle- and high-school students' der­
ivation of the ideal gas law from microlevel interactions 
among gas particles in a box (Wilensky, 2003); creating 
and test ing models of predator- prey interactions (Wilensky 
& Reisman, 2006); and exploring the rates and directions 
of chemical reactions for individual molecules (Stieff & 
Wilensky, 2003). Studies can also be designed to compare 
learners' outcomes following simulations versus hands-on 
lab experiences (Ma & Nickerson, 2006). As technology 
improves, so does the fidelity of the simulations, provid­
ing ever-greater opportunities for future research (see 
Chapter 20 in this volume). 

Online Education and Massive Open Online 
Courses 

The rise of online education and MOOCs targeting large­
scale interactive student participation, open access via the 
internet, interorganizational collaboration, and the genera­
tion of big datasets provides opportunities for interdiscipli­
nary, intercultural research on a scale not previously seen. 

Though relatively new, the potential for research on MOOCs 
is immense. MOOCs allow for the development ofleaming ana­

lytics that can be used for adaptati~n and personali~tion of cur­
riculum through predictive modelmg and fore~asb.ng ofle~er 
behavior and/or achievement or for the appitcatlon of SOCial 

twork analysis techniques to optimize leamer interactions. 
ne 'b h 
Insights generated from such studies may contn ute to new t e-
oretical models, such as models of self- and peer-assessment, as 
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well as to the design of automated mechanisms to support and 
augment students' leaming goals and processes. 

Designing Studies with Big Data 

What is common to all of the technological contexts described 
above is that users leave complex traces of their interaction 
with the environment, the content, and with each other and 
thus generate large and complex datasets. By employ~ng 
a combination of modem artificial intelligence, machme 
learning, and statistical techniques, these datasets can be 
examined in a variety of ways to reveal relationships, pat­
terns, and insights not easily discoverable through standard 
database management tools or data-processing applications. 
Coinciding with the rise of big data, learning analytics is a 
recent area of scholarship that seeks to collect, analyze, and 
report data "about learners and their contexts, for purposes of 
understanding and optimizing learning and the environments 
in which it occurs" (Siemens & Long, 20 II , p. 4). 

However, designing studies involving big datasets can 
also be problematic. Designed studies can oversimplify com­
plex human actions and motivations, magnify data errors 
when multiple datasets are combined, and create divides 
between those who have access to big data and those who do 
not (boyd & Crawford, 2011). Additional challenges include 
establishing norms for collaborating across big data projects, 
creating ways to measure and reward individual contribu­
tions, and defining the most pressing problems; that is, dis­
tinguishing the needle from the big data haystack. 

Studies in which Every Participant gets a Tailor­
made Condition 

Newer digital technologies also enable educational psy­
chologists to design studies in which each subject is assigned 
a custom experimental condition. For instance, diagnostic 
educational gaming environments that unlock levels of game 
play based on how and how well individuals progress through 
the game can provide each subject with a tailor-made condi­
tion. Similarly, different versions of an online course that are 
randomly assigned to learners can allow for true experiments 
to test different interventions or theoretical frameworks. 
Such. t.echnolo?ie~ suggest the promise of tailoring research 
condItIOns for tndlvidual participants. 

Collect Data 

With new technologies come new types of data Ch . 
h 

. . anges In 
t e avaIlable types of data also bring about changes in the 
focus of researchers' attention, the methods they use to study 
thes~ ~~~nomena, and the types of questions they ask. Ke 
posslbllIttes for new types of data afforded t d . Y 

hI ' 0 e ucattonal 
psyc o .oglsts by technological advances are highlight d . 
the sectIOns that follow. e In 

Data/rom the World Wide Web 

Since .the . advent of the first widely available w b b 
(MosaIC) 10 1993 the internet h d e rOWser 

, a grown to over 2.3 billion 

users by the year 20 14. Along with the explosion in the number 
of users, websites, domain names, and sophisticated designs, the 
types of data available as tools have also dramatically increased 
for businesses, marketers, and, more recently, researchers. 

Web analytics are the data collected automaticallY ?Y 
web servers to track visitors' interactions and behaviors With 
websites. When combined with data from other websites ~nd 
browser tracking (via cookies and session data), infonnatton 

. . b" I ding the can be generated about the VISItor to a we SIte, mc u 
visitor's prior browsing history, likes and dislikes, sex, age, 
income ethnicity and purchasing history. Another source of 

" h . 11 d web data from the internet comes from a tec mque ca e 
h .. & Prasad content mining or web scraping (B arampflya , 

20 II). [n this approach, data are gathered or e~tracted from 
websites via automated processes. These techntques of gen­
erating big data have the same strengths and weaknesses 

described above. 

Simulated Data 

Not all data come from direct observation of phenomena 
or derived measures. The rise of computing technology has 
driven increased use of simulated data, data generated by com­
puting processes that simulate data that might be otherwise 
difficult to obtain. This technique has been commonly used in 
statistics to test the properties of many statistical procedures. 
For example, in simple statistical analyses such as the t-test, 
the statistical power (type II error) can be computed exactly 
from formulas if all statistical assumptions are met. Other pro­
cedures, like non-parametric statistical analyses, do not have 
easily computed type II values, because the procedure depends 
so heavily on the type of data to be analyzed. In these cases, 
Monte Carlo techniques (Kalos & Whitlock, 2009), a type of 
simulated approach, can be used to generate many samples of 
the kind of data expected. The statistical procedure is then run 
on these simulated data, repeatedly, in order to establish the 
rate at which the null hypothesis is rejected. This rate is an esti­
mate of the type II error rate (for examples of this, see Mumby, 
2002; Muthen & Muthen, 2002). 

Given recent advances in computing power, Monte Carlo 
techniques will soon become more commonplace in other 
arenas of social science. Bakker, van Dijk, and Wicherts 
(~O 12) explored how researchers have found statisticaIly sig­
nificant results 96% of the time when on the surface there 
is insuffi~ient statistical power ;0 support rejecting the null 
hyp~thesls at such a high rate. Generating data for multiple 
Studl~S under varying effect sizes, sample sizes, and research 

~ractlc~s ~analyzing more than one variable, sequential test-
109, spltttlOg studies, and removing outliers» these research­
er~ found that true type I error rate may be as high as 0.40 
uSing such practices and may explain why 96% of studies 
report significant results. 

User Data Capture 

Traditional methods of research in the educational sciences, 

suc.h as think-aloud protocols, interviews, surveys, and obS
e
;; 

vatlOns, rely on second-hand or indirect data. TechnolOgy 
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. asingly providing opportunities for researchers to col-
mere t:' • F 
leet first-hand data lrom partlcl~ants. or example, a tool like 
Morae allows researc?ers to slmult~neously record screen 
captures, audio and video data (tYPically of users interact­
ing with th~ s~stem), and mouse and keyboard. clicks. Morae 
Iso has bUilt-in analyses that detect patterns 10 the massive 

:mounts of data that such recordings can generate. 
The challenge with data generated from seamlessly record­

ing participants' interactions with systems is that, even when 
built-in analyses detect patterns in the massive amount of 
data captured, researchers must decipher what such patterns 
mean. It is one thing to know that at a particular moment in 
time a user clicked on a particular portion of the screen; it is 
another matter completely to figure out why the user did so 
and what that interaction means. More research is needed to 
help uncover patterns in the data and ascribe meaning to data. 

Eye-Tracking Data 

One type of user data capture, eye-tracking data, is particu­
larly noteworthy. The previously mentioned forms of user 
data capture all record what participants do--where they 
click, what they say, and what they are doing. By record­
ing the movements of the human eye, researchers can gain 
insight into what participants pay attention to, whether or 
not that attention is brief or extended, and what may be 
interesting to participants (Duchowski, 2007). For exam­
ple, Galesic, Tourangeau, Couper, and Conrad (2008) used 
eye-tracking data to investigate possible causes for response 
order effects (i.e., that survey responses tend to be skewed 
in favor of responses presented earlier in the list of choices). 
They found that participants often take cognitive shortcuts. 
The most salient of these is that participants tend to devote 
more attention to earlier choices and less (sometimes none) 
to later choices. 

The cost of procedures for eye tracking is consistentl.y 
declining, increasing access of these data to researchers. ThiS 
newfound access to eye-tracking data has fue led the devel­
opment of new analysis tools and, in many cases, add-ons 
to existing data analysis tools. For example, Morae offers s~v­
eral plugins and extensions to seamlessly integrate eye-tracktng 
data with key-logging data, allowing for researc.hers to syn­
chronize participants ' actions with their perceptIOns (Alves, 
Pagano, & da Silva, 20 I 0). 

Video Data 

. . '1 b'I ' t rage and Dramatic changes in affordablhty, aval a t tty, so,. 
quality of video have led researchers to routinely use It as 
research data. Tools such as Transanna, Morae, DIVER, ~nd 
ATLAS have been developed to help researchers orgamze, 
code, analyze, and connect video data to other data (e.g., 
transcripts, interviews, qualitative analyses). 

The new affordances that video data offer to research­
ers bring new challenges. Derry et at. (2010) identified four 
challenges to researchers using video data: (a) how to select 
s~ecific elements to focus study on within complex se~­
hngs or large corpuses of video; (b) choosing what analytiC 

frameworks to guide the analysis of video; (c) choosing the 
appropriate technology to organize, store, a~d ana~yze the 
video; and (d) adhering to appropriate ethics Involvmg c?n­
sent and use of video data while at the same time promotmg 
sharing and collaboration. 

Data from Social Networks 

Online social networks present a number of novel types of 
data available to researchers. These include the "network" or 
community itself as a representation of connections between 
individuals, which can be depicted as a network graph s~m­
marizing the "degrees of separation" between people 10 a 
community. Types of data available from these networks 
include the content of the interaction (their messages or pho­
tos) and social tagging (short descriptions or signifiers of 
content) that occurs (Aggarwal, 2011). Other types of data 
that emerge from social networks include reputation sys­
tems, badge systems, and influence scores. These measures 
capture and reward useful user behavior-such as .:omplet.: 
ing a task, helping others, and so on. Clearly these rewa~d 
structures are important to researchers in that they prOVide 
meaningful information about user behavior and interactions 
(see Chapter 25 in this volume). 

Assess Learning 

Digital technologies also offer new possibilities and oppor­
tunities for the assessment of learning, primarily through 
the design of new assessment tasks as well as the power of 
large-scale assessment through automated scoring, imme­
diate reporting, and improved feedback. One fundamental 
challenge, however, faced by all assessment techniques (irre­
spective of the use of technology) is making the assessment 
tasks valid and reliable, even while making them amenable 
to computational analysis. For instance, computers are good 
at evaluating responses to tightly constrained questions, such 
as multiple-choice questions, and less effective when evalu­
ating open-ended, constructed responses, such as the tradi­
tional essay. Though the nature of multiple-choice questions 
does not preclude the measurement of higher-order thinking 
skills, there is a general belief that such constrained ques­
tions typically focus on measuring lower-order skills. The 
demand for alternative assessments comes from both a skep­
ticism toward multiple-choice assessments as well as the 
push towards more authentic, performance-based assess­
ments (see Chapter 29, this volume). 

Scalise and Gifford (2006) offered a taxonomy that may 
be useful in computer-based assessment consisting of 28 
item types "based on 7 categories of ordering involving suc­
cessively decreasing response constraints from fully selected 
to fully constructed," (p. 3). At the most constrained end 
of the spectrum are multiple-choice questions, while at the 
other end are assessment types that seek to measure stu­
dent performance under simulated or real conditions. The 
five intermediate categories fall along this dimension and 
are classified as: (a) selection/identification; (b) reordering! 
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rearrangement; (c) substitution/correction; (d) completion; 
and (e) construction types. They also suggest that the 28 
types of assessment they describe within these seven broad 
categories are not necessarily comprehensive in that a variety 
of other item formats can be designed by combining some of 
the types listed or through including new media formats such 
as video, audio, and interactive graphics (e.g. animations or 
simulations). Two areas (from opposite ends ofthe constraint 
spectrum) that have received significant attention are com­
puter-adaptive testing (CAT) and automated text analysis. 

Computer-adaptive Testing 

CAT is the computer-based extension of the adaptive testing 
started with Binet in 1905 (Linacre, 2000). The term encom­
passes a wide range of assessment approaches administered on 
a computer, where the test difficulty is adaptively targeted to 
match the proficiency of the test taker in order to provide the 
best and most efficient assessment of abilities (Luecht, 2005). 
Behind the scenes, item response theory (fRT) is typically used 
to judge the relative difficulty of items, select the next items 
for test takers to receive, and equate items across test takers. 

As CAT approaches become more commonplace, espe­
cially in the context of high-stakes testing, there are impli­
cations for educational psychologists. CAT approaches are 
generally considered to be more accurate assessments of 
skill (Thissen & Mislevy, 2000) but at the same time do not 
produce tests that can be strictly equated across test takers. 
CA T approaches offer possibilities for fast or immediate test 
results for test takers and can easily scale up to large par­
ticipant pools. Developing the test, however, can be a time­
consuming and costly endeavor as CAT approaches require the 
development of many more items that require large amounts 
of pilot data to be properly equated using IRT models. 

Automated Text Analysis 

tractioJ'l 
approaches merge combinations of LSA, feature ex eech), 
(word occurrences, word dyads and triads, parts of sf. _level 
machine learning to train underlying models, and mu t~r 100 
evaluation. For example, Coh-Metrix can gener~te o~ used 
indices (features) from a given text, which are rn t~erence, 
in formulae to compute various metrics of ~e"t ~o dO"ments 

. d ke dIrect JU t:> whIch some researchers have use to ma 
about the quality of written texts. h has impor-

The growing popularity of such appro~c e~n one hand, 
tant implications for educational PSychOIOgtf~"ent data anal-

. ofe lICI 
there are clear-cut advantages to t.enns r ble as (and less 
yses that are increasingly becomtog as re ta tet'n 2013). On 

h . & Burs , 
opaque than) human raters (S ennIS about an undue 

. . t concerns 
the other hand, there are leglttma e c s on the wrong 

ss a 10CU 
emphasis on product ove~ proce .' expression), and a 
qualities of writing (e.g., Its functto~ aSlence between how 
philosophical concern about the equlv.a d nts 

. akeJu gme . human raters and machIne raters m 

Analyze Data 

I ften used in two ways 
Data in educational psycho ogy are 0 B hr & Sm'th 
that need to be carefully delineated ( e ens " I, 

1996). Behrens and Smith call the first I.eve! the data of 

h "the recordings of sense experIences that are then p enomena - " 
transformed into a second representational level, the data of 
the analysis." The data of analysis consist of records of e~pe­
rience, which may include field notes, survey responses, Video 
recordings, software usage characteristics, .an~ tally mar~s that 
count particular user behaviors. In quantitative analYSIS, the 
recording of experience emphasizes measurement and pre­
cision while qualitative analysis emphasizes interpretation. 
The goal in both cases is to reduce large amounts of data to 
representations that are comprehensible, allowing researchers 
to develop a deeper understanding of the original phenomena 
under study. Both approaches require navigating and manag­
ing a series of tradeoffs between the precision and richness 
of description and the validity of the inferences we can make 
from the data and subsequent analysis. 

Quantitative Analysis 

Automated essay evaluation, which is derived from auto­
mated essay scoring, is the "process of evaluating and 
scoring written prose via computer programs" (Shermis & 
Burstein, 2003, p. 7). The approach uses advances in natural 
language processing, applied mathematics, machine learn­
ing, and computational linguistics to analyze syntax, word 
usage, discourse structure, and higher-level meaning such 
as thematic analysis. For example, latent semantic analysis 
(LSA) is an early approach that performed statistical com­
putations on the similarity of all the meanings in a large 
text, which was then used to approximate writing coher­
ence and the quantity and quality of the writer's knowledge 
(Landauer, Foltz, & Laham, 1998). More recent and sophis­

ticated approaches include the E-Rater system employed by 
the Educational Testing Service in many of its high-stakes 

tests; Coh-Metrix (Graesser, McNamara, & Kulikowich, 
201 I), which provides multiple-level indices of text coher­
ence; and lightS/DE (Mayfield & Rose, 2013), which pro­

vides open-source machine learning software customizable 

to many different evaluation purposes. These more advanced 

A powerful impetus for new approaches to quantitative data 
analysis and representation has come from the world of bus i­

ness and commerce, which is focused on using large datasets 
and user-generated data to improve decision making, man­
agerial practices, and quality control processes. Examples 

include the recommendation engines of Amazon, Netflix, 

iTunes, Google, and Facebook, which provide users with tar­

geted advertisements based upon past behavior. 

Accordingly, it is not surprising that the use of student 

data for educational improvement has also seen increased 

prominence in education. Learners are increasingly leav­

ing behind sophisticated and detailed traces of their actions 

as they work in technologically mediated enviromnent.s, a 

form of big data then available to educational psychologlst~ 
Moreover, educational policies, such as Race to the ToP an 
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No Child Left Behind, have added pressure to the need to and critical newer uses oftechnology involves the use of dig-

I t and analyze large amounts of student data. 
col eC . fl d h '. ital audio or video recording for field studies or interview 

Technology has In u~nce ow q.ua.ntttattve data analyses sessions. At a surface level, such digital recordings are a way 
are conducted. At a ba~lc level, stattsttcal analysis packages to preserve a clearer record of events and conversations, but, 
that offer compre~ensl~e tools for c.om~uting descriptive at another level, digital recordings afford new ways of think-
statisticS, hypothesIs ~e~tmg, and dra:vmg mferential conc\u- ing about how analysis develops out of the data and how data 
sions have made statistical analyses mcreasingly assessable, support it (Gibbs, Friese, & Mangabeira, 2002). 

er friendly, commonplace, and powerful. These include Educational researchers can now attend to small-scale 
UtSandard statistical analysis packages (such as SPSS, SAS 
S and detail-oriented content in teaching and learning scenar-
and R) as well as some more specialized packages, such a~ ios such as characteristics of speech, movements, or body 
LlSREL, which is used for confirmatory factor analysis and language (see Chapter 28 in this volume). Examinations 
structural equation modeling. of such focused minutiae can be undertaken quickly, put-

One of the most important areas where computational ting increased analytical power to work on observed data. 
power has changed educational research is in the area of data While digital media has allowed researchers to home in on 
mining and visualization. Data mining is the process of exam- visual and audio data at a smaller scale, it has also opened 
ining large sets of data with multiple variables to uncover up possibilities for much larger-scale studies because multi-
trends and patterns. These data-mining techniques can be pie researchers and analysts can connect and collaborate via 
combined with the capabilities of digital technologies to rep- qualitative coding software. 
resent and present data in rich, visual, and intuitively recog- Computer-assisted qualitative data analysis software 
nizable formats. Standard statistical packages, such as Excel (CAQDAS), such as NVivo, Atlas.ti, or HyperRESEARCH, 
and SPSS, have increasingly powerful tools for data rep- makes the core processes of organizing and coding data 
resentation. Beyond this, there are other software programs, from observations, interviews, field research, or ethnogra-
such as the interactive environment for data analysis and vis- phy easier and more efficient (Lewins & Silver, 2009). By 
ualization MATLAB, the computational knowledge engine facilitating organization and categorization of data, such pro-
Wolfram Alpha, and the algebraic and symbolic mathemat- grams faci litate the process of meaning making (Fielding & 
ics package Mathematica, that specialize in the construction Lee, 2002). One of the common experiences of qualitative 
and display of complex and sophisticated graphical displays. research has always been the challenge of careful and com-
As Knezek and Christensen (2014) wrote, "the distinction plex management of large amounts of texts, codes, memos, 
between analysis, modeling, and display tools is beginning field notes, and observations (Moustakas, 1994). CAQDAS 
to blur as 'math packages' are being routinely employed to options allow for greater efficiency and consistency in sys-
produce elegant summaries and visual displays of findings tematic data management. 
from traditional research" (p. 219). Free web-based software Such software programs typically provide flexible code 
applications, such as Google Fusion Tables and Many Eyes trees (or code books), which allow for a more sophisticated 
from IBM, allow researchers to upload large datasets and categorization and increased ease of complex data searches. 
display the data in multiple formats, such as graphs, maps, A range of group codes, individual codes, and subcodes can 
intensity maps, timelines, and story lines. allow new and unique visualizations of the themes within 

a study for a specific look at the building blocks of the 

Qualitative Data Analysis 

Qualitative research has generally been defined as "any kind 
of research that produces findings not arrived at ~y m~an,~ 
of statistical procedures or other means of quantificatIOn 
(Strauss & Corbin, 1990, p. 17). Thus, qualitative resear~h­
ers require technologies that assist in gathering and codmg 
data to uncover phenomena and make meaning through 
analyzing patterns in stories, common ideas, and emergent 
themes. Organization and interpretation are importa.nt ~n­
damentals of this work and new technologies can assist With 
this (Anfara Brown &' Mangione 2002; Creswell, 1998). 
Wh' " , h the lie the foundational elements of qualitative researc -
g 'd' l'd'ty and UI lng prinCiples, determinants of reliability, va I I ' ·ft d 
So fonh " hI ' shave shl e -remam 10 place new tee no ogle 
aspects of methodology and in some ways have changed the 
Way We "8'" ' .' d t (Brown 2002). . ee or Interpret quahtallve a a ' 

Digital' chers to store Ized qualitative processes alloW res ear . . 
and acc . . d ta tncludtng t ess a variety of types of qualttatlve a , . 
ext, aud' . f the most baSIC 

10, Video, and graphics files. One 0 

study. This allows the coding process- a foundational pro­
cess in qualitative work- to be not only more systematic in 
approaching data but also more dynamic and responsive to 
emergent interpretations. 

As noted, many CAQDAS programs today offer cod­
ing and organizational techniques for working with video 
and more traditional text and/or audio transcription. Digital 
video has unique properties that allow researchers to capture, 
observe, and reobserve complex phenomena visually and 
then code or notate behaviors, themes, comments, or any­
thing else of interest (Spiers, 2004). Such affordances can 
bring the traditional thematic organization of qualitative 
work to video data and allow researchers to incorporate video 
vignettes-another powerful addition to the story-telling tra­
dition of qualitative research (Creswell, 1998; Patton, 2002). 

Develop Theories 

The development of sound, predictable, data-driven theo­
ries is paramount to the conduct of research in educational 
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psychology. Theories provide us with concepts, termi­
nologies, and classification schemes to describe phenom­
ena accurately, highlighting relevant issues and ignoring 
irrelevant ones. Theories also allow us to make inferences 
and predict the consequences of an intervention or change. 
Finally, theories have a pragmatic function, informing how 
we can apply ideas to the real world by helping us design 
better learning contexts and systems and by bridging the gap 
between description and design. 

Digital technologies have changed the phenomena being 
studied, the kinds of data that can be collected (which ground 
the theory-making process), and the data analyses that are 
possible. Altogether, these changes in phenomena, data, and 
analyses have resulted in strong tests of theories not possi­
ble before. Theory generation, however, remains outside 
the scope of even the most intelligent computer programs. 
That said, technology and theory building have interacted 
in three significant ways. First, educational design-based 
research (EDBR) methodologies have allowed researchers 
to study the effects of technological interventions in edu­
cational settings iteratively. Second, technological contexts 
have provided testing grounds for the boundary conditions of 
psychological theories and ideas, which have typically been 
based on studies conducted in face-to-face conditions. Third, 
the rise of "big data" has potential impacts for the role of 
theory in educational psychology. 

Educational Design-Based Research 

EDBR is a type of research methodology in which educa­
tional interventions are conceptualized and then imple­
mented iteratively in natural settings to both test the validity 
of existing theories and generate new theories for concep­
tualizing learning, instruction, design processes, and educa­
tional reform. A more detailed description of EDBR (and its 
variations) can be found in Chapter 2 in this volume. Our 
emphasis here is on two key aspects of EDBR. The first is 
an emphasis on the development of theory and the second is 
that many EDBR studies have foc used on innovation driven 
by technology. 

One of the main goals of EDBR is the development of 
theory- to not only use theory to provide a rationale for the 
intervention or to interpret findings but also help "develop 
a class of theories about both the process of learning and 
the means that are designed to support learning" (Cobb, 
Confrey, diSessa, Lehrer, & Schauble, 2003, p. 9). Also, 
though EDBR does not necessarily require the use of tech­
nology, it is frequently driven by the urge to integrate new 
psychological conceptions with technological possibilities. 
An ~xample of EDBR and the twin emphasis on theory gen­
eratIOn and technology-related contexts can be seen in the 

development of the Technological Pedagogical Content 
Knowledge (TPACK) framework. This framework expli­

cates !he kno~ledge teachers need to know in order to teach 
~ffectlvely with. technology by extending Shulman's (1986) 
~dea of pedagogical content knowledge to include tech I 
Ical knowledge (Mishra & Koehler 2006) Th' Co no og-

d fi ' . IS .ramework 
emerge rom over seven years of multiple stud ' . 

les aImed at 

understanding the development of teachers' knowledge for 
effective technology integration while simultaneously help­
ing teachers (through courses, workshops, and other inter­
ventions) to develop their teaching with technology. ov:~a\l, 
this work led to a number of smaller studies (or BOBR Iter­
ations") and publications that stood on their own as wen as 
a larger framework (Mishra & Koehler, 2006) that emerged 
through synthesizing across the iterations. 

Technological Contexts as Providing Boundary 

Conditions 

Most long-standing psychological theories-such as theories 
.' d 'ndfulness-were developed of transfer, motivatIOn, an ml . . . 

based on research conducted in traditIOnal face-to-face Sit-
uations. New technologies provide new contexts for study­
. h . t ct' Ion and can serve as important tests of the mg uman m era . 
boundary conditions under which such theone~ can succ:ed 
or fai l. As Walther (2009) argues, "Boundanes are bemg 
foisted upon us by technological developments that ~ay 
limit (or maybe revise) the scope of o~r extant theoretical 
frameworks. There are implicit boundanes that have always 
been there but which we have ignored, misapprehended, or 
failed to investigate" (p. 750). At the heart of the issue is the 
question of fidelity of representation or the correspondence 
between the virtual and the physical world and our psycho­
logical responses to these differences . 

For example, consider how studies in human computer 
interaction show that people often treat computer respond­
ents just as they treat humans. The computers as social actors 
(CASA) paradigm argues that people may unconsciously per­
ceive interactive media as being "intentional social agents" 
and read personality, beliefs, and attitudes into them; more 
importantly, the CASA paradigm argues that people often act 
on these perceptions. There is a strong body of empirical evi­
dence to support th is position: People are polite to machines 
(Nass, Moon, & Carney, 1999), read gender and personal­
ities into machines (Nass, Moon, & Green, 1997), are flat­
tered by machines (Fogg & Nass, 1997), treat machines as 
team mates (Nass, Fogg, & Moon, 1996), and get angry and 
punish them (Ferdig & Mishra, 2004). Technology, hoW­
ever, also illustrates the boundary conditions under which 
such attributions fail. For instance, Mishra (2006) found that 
participants respond differently to praise and blame feedback 
fro m computer evaluators than they do from human evaJua­

~ors, su?gesting the need for a more complicated theory of 
mteractlOn. 

Do We Need Theories in the Age of Big Data? 

The rise of "big data" has caused some to argue that tb~ll 
. )andWl 

nes are becoming obsolete (e.g., Anderson, 2008 eS BJld 

be replaced by large amounts of data powerful analYs '.Nt , I te Woll'" 
pattern recognition. For example, Google Trans a trs~ 
not by "understanding" any of the texts it translateS ~11 .... 

by tracking patterns across a large corpus of texts 111 

pte languages and associating inputs with outputs. 

ted some computer scientists and other researchers 
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to argue that there will be no need for th lonal Psychologists 

da a h h eory or m d I 
f phenomena w en we ave enough data doe s 

37 

of their manuscripts th h 
o ocesS. Although this discourse has not ente and hPatterns to 
pr. d re t e realm f 
education, It may soon 0 so. Whether or not this "d 0 

get! brings about the strong version of "the data del-
u hi' en of theo " 
educational psyc ooglsts cannot ignore the fu . ry, 
of big data on theory building. ture Impacts 

Read, Write, Publish, and Disseminate Ideas 

The processes of reading, writing publishing d d' . 
d

. ' ,an Isseml-
nation have seen ra Ical changes brought about b th 

d' . I d k ' Y eadvent 
of new . Igldt~ ~nl ' netwodr mg.technologies. First, as in other 
academic ISCIP mes, e ucatlOnal psychologists read and 
survey the field to conceptualize broader frames 

. h' h . or perspec-
tives In WI .IC d~o shltuate existi~g and new research. As has 
been e~p ame 10 t e scholarship on academic work life (Fry 
& TalJa, ?007), .and as touched on here, technology-driven 
changes. 10 readmg have ~n overall impact on the world of 
academia (Palmer & Cragm, 2008). 

Reading,. for example, has become increasingly on the 
screen (NatIOnal Endowment for the Arts, 2007). This move 
towards more online and on-screen reading places "large 
demands on individuals' literacy skills" (RAND Reading 
Study Group, 2002, p. 4) and requires new literacies, skills, 
strategies, dispositions, and social practices (Coiro, Knobel, 
Lankshear, & Leu, 2008). Surveying the field, too, has been 
transformed by new digital and networking technologies, 
as new databases and citation indexes (Kousha & Thelwall, 
2007; Meho & Yang, 2007) offer both qualitative and quan­
titative changes to how scholars access prior research and 
scholarship. Such tools can make it easier to gather resources 
from a wider range of sources and speed up the rate at which 
new findings can be presented and shared. This can lead to 
too much cognitive load but also to the creation of fresh con­
nections to related information or to citations that would not 
otherwise have been possible. 

Several important themes also underlie changes in the 
writing, dissemination, and publishing processes brought 
about by the advent of new digital and networking tech­
nologies. The first is the move towards open publishing, 
producing and distributing data in the "public domain" or 
with Creative Commons (creativecommons.org) licenses 
that allow public consumption and comment through open­
~ccess journals or self-publishing. More radical still are tr~nds 
10 how research is shared and disseminated that emphasizes 
so . I .' d ' ress work 

. CIa scholarship, shanng publtshe or m-prog 
Via social media outlets. Such scholarship changes re~earch 
dissemination routes, peer review, and potential audlenc.es 
for work (Greenhow & Gleason 2014; Greenhow, Robelta, 
& ' hi has Hughes 2009) A second influence of tec no ogy 
bee ,. d 'c collabora-
. n to change the tools available for aca eml 

hVe " .' can transform 
wntlOg. Today's technologies for wntlng . 

eVeryth' . izattOn to the 
Ing from project and bibliographic organ . 

n~ture and process of collaborative writing. A third mfluet~c~ 
o technology has been the rise of manuscript platforms a 
can alter how we review and publish our work. Authors now 
SUbl1lit th . tack the progress 

elr manuscripts online and can r 

auth 
. roug out the review process. Because 

ors, reViewers and d' 
t· . h' ,e Itors record and archive informa-
Ion WIt In the same 0 I' . 

in onlin " . n me system, edItors can track patterns 
. e act.lvlttes, and these patterns can then be used to 
Improve the Journal's II ' overa review and publishing process. 

Confront EthicaJlssues 

Technology integration into educational psychologists' 
contemporary work practices raises a host of ethical issues 
such as data security and human subjects issues (Moore &, 
Ellsworth,2014). 

Data Security 

~n an increasingly digital and networked data environment, 
ISsues of data security have become more prominent. For 
~xample, cloud computing is frequently cited as an appeal-
109 data protection option because of many obvious affor­
dances- ease of use, scalability, shareability, easy access to 
data, .and built in backups. Researchers' use of cloud storage 
solutIOns, however, also raises ethical concerns associated 
with entrusting third-party vendors with confidential subject 
data (Newton, 2010). 

Unknowing Participants 

Technology has introduced new ways of automatically 
recording data about people, behaviors, and patterns of inter­
action that considerably impact potential participants in a 
research study. First, technology has introduced video record­
ing in many facets of everyday life, including through the 
widespread use of security cameras, mobile device cameras 
and webcams (Koeppel, 201l). Second, people's behavior~ 
online are being recorded, both knowingly and unknow­
ingly, through the use of session variables (e.g., "cookies"), 
monitoring of behavior on websites, and studies of interac­
tions that occur online. All of this automatically recorded 
data has ethical implications for would-be researchers. For 
example, researchers studying individuals in social network­
ing sites may inadvertently access data from individuals in 
their participants' network that they do not have permission 
to access. Many studies using data from these auto-recorded 
sources are determined "IRB-exempt" (see below) because 
the behavior is "publicly observable" and therefore does not 
require the consent of any participants in the research. That 
said, the very idea of what is (or is not) "publicly observable" 
in a networked, connected world is contentious and open to 
scholarly and legal debate. 

Instructional Review Board (IRB) Issues Related to 

Technology 

Internet-based research also raises complex issues concern­
ing human subject protections. Topics such as con?dentiality, 
recruitment, and informed consent become comphcated when 
research is conducted online. For example, authentication of 
identity in online worlds is an issue and may inadvertently 
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lead to conducting research on minors or vulnerable popu­
lations. Another potential issue with internet-based research 
is that requesting consent should not disrupt normal group 
activity; however, the very act of entering online commu­
nities or chat rooms to request consent can be perceived as 
disruptive. Finally, even apparently anonymous data can be 
mined to identify geographical location, and as data analytics 
tools become more intelligent, personal variables (such as 
age and gender) may be used to identify participants. 

Conclusion 

Clearly, the work we do as educational psychologists has 
changed and will continue to evolve due to the advent of new 
technologies. An important caveat, given this rapid rate of 
change, is that much of what we have written here will appear 
outdated by the time this volume is published, not to mention 
five years after its publication. What this means is that we 
have to approach all that we have written with a critical eye 
and also attempt, even while focusing on the latest tools and 
techniques, to keep our focus on key ideas that will stand the 
test of time. It was this concern with relevance that led us 
to structure this chapter along the eight categories of work. 
Although the manner in which we go about our business may 
change, these eight categories will remain important parts of 
what educational psychologists do. 

Looking beyond the eight categories of work, we empha­
size three key perspectives on the current literature on tech­
nology and its specific role in what we do as educational 
psychologists. First, among these perspectives is what 
Salomon and Almog ( 1998) called the "reciprocal relation­
ship" between technology and educational psychology: 

Technologies and prevail ing psychological conceptions of 
learning, thinking, and instruction have always served and 
inspired each other in reciprocal ways. On the one hand, 
technologies in education have served to facilitate and real­
iz~ th~ kinds of pedagogies that emanated from the changing 
zeItgeIsts and from prevailing psychological conceptions. On 
the ot~er hand, and possibly only recently, technologies have 
been Imported i~to education, challenging it and requi ring 
~ovel psychologIcal explanation and pedagogical justifica­
hons. (p. 222) 

In other words, Salomon and Almog argue that th . 
transactional, dialogic relationship between th ere ~s a 
ogy of learning and the affordances and e p~yc 01-
technologies, where each helps define the ot~on~tr~tnts of 
have described as "an ongoing duet") Th ~ w at they 
cal meaning of a technology em . .us t e pedagogi­
(and its properties) but rather fr erg~ts ndot Ju~t from the tool 
th ' om I seep tnte t ' . e matrtx of subiect matte I gra Ion Into 

J r, earners and I 
ronments. As Bruce (1997) ,,' c assroom envi-
f says, A technol . 

o people, texts, artifacts activit' 'd ogy IS a system 
meanings" (p. 5). ' les, I eology, and cultural 

The second perspective hi hI' 
n~logies and theories of min~ hlghts the ways in which tech-
either to instantiate OUf current a~e Co-ev?lved OVer time_ 

un erstandtngs ofIea . 
mIDgor, 

I ti th'nking about think-
J'ust as importantly, to seek mode s or 1 d . t"ty 

. b ain an Its ac IVI 
ing. Our understandmg of the human r f the current 
has been consistentl~ influenced by ~etap!~:I~ metaphors, 
technology. These mclude pneumatlc/hY

s 
wherein the brain 

such as those used by Galen and I?e.scarte , . and redirec-
was considered a site for the mlxmg, stormg, . behav 

h b d to determme -
tion of "spirits" througho~t teO Ylndustrial Revolution, 
ior and action. With the rtse of t': d where the brain 
new machine metaphors came to ehus~ I apparatus with 

. d plex mec aOlca 
was now consldere a com I rt of the twentieth 

d II ys In the ear Y pa 
levers, gears, an pu e . t rks the brain came 
century with the rise of telephone ne wo, d' I 

b
' 'tchboard with inputs, outputs, an signa s. 

to e seen as a SWI . . 1 d t th 
d t f the digital computer e 0 e More recently, the a ven 0 .' 

. . . d device for informatIOn process mg. 
bram bemg Vlewe as a . . f h b . 

f h . t et has paralleled VISIOns 0 t e ram The advent 0 t e 10 em 
as being a networked computer: . 

The third perspective ilium mates how technolo~les pro-
'd ' rt t "boundary conditions" to test educatIOnal and VI e tmpo an .. 

psychological theories. This involves provldmg ~ew meth-
odologies and new sources of data to test our theones as well 
as prov iding new tools to develop theory a~d to share our 
work with others. Technology can also provide novel peda­
gogical opportunities that offer a new "zone of possibility" 
(Kereluik, Mishra, Fahnoe, & Terry, 20l3 , p. (28) beyond 
our current psychological understandings, explanations, 
and justifications. Because technologies develop so rapidly, 
often outpacing developments of our psychological concep­
tions, technology can pose important conceptual and theo­
retical challenges for educational psychologists. Suddenly, 
old and partly dormant issues, such as transfer, intention­
ality, and mindfulness, can be brought again to the fore­
front as we develop novel conceptions and understandings 
of human behavior, learning, and instruction (Salomon & 
Almog, 1998). 

. ~hes~ are truly exciting times for education- in large part 
~Isttngul shed by rapid changes in technology that are chang­
Ing almost all aspects of our professional lives as educators 
a~d educational scholars. We believe that this ongoing duet 
WI ll continue into the future . 

Note 

l. The authors would I'k ah 
1-1 'k I e to thank Spencer Greenhalgh Or. Dan 

enn sen Dr Michell H ' berg 
for the' ' .' . e agennan, Rohit Mehta, and Joshua Rosen 

Ir aSSIstance III writing this chapter. 
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